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## Motivation

## " Dataset similarity
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Understanding the similarities and differences between datasets arises in many contexts: e.g., transfer learning, plagiarism/manipulation detection, and data denoising.

## " Dataset similarity
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## » Point Cloud Distances
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## » Point Cloud Distances

Chamfer's distance:
$d_{\text {cham }}\left(X_{1}, X_{2}\right)=\frac{1}{\left|X_{1}\right|} \sum_{x \in X_{1}} \min _{\mathbf{y} \in X_{2}}\|\mathbf{y}-\mathbf{x}\|_{2}^{2}+\frac{1}{\left|X_{2}\right|} \sum_{y \in X_{2}} \min _{\mathrm{x} \in X_{1}}\|\mathbf{x}-\mathbf{y}\|_{2}^{2}$

We seek a distance that is:

* More robust to outliers.
* Utilizes the structure of data.
* Helps illustrate how the data is similar or dissimilar.
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## " Nonnegative Matrix Factorization (NMF)


$\triangleright$ Popularized by [Lee \& Seung 1999]
$\triangleright$ Employed for dimensionality-reduction and topic modeling
$\triangleright$ Often formulated as

$$
\min _{\mathbf{A} \in \mathbb{R}_{\geq 0}^{n_{1} \times r}, \mathbf{S} \in \mathbb{R}_{\geq 0}^{r \times n_{2}}}\|\mathbf{X}-\mathbf{A S}\|_{F}^{2} \quad \text { or } \min _{\mathbf{A} \in \mathbb{R}_{\geq 0}^{n_{1} \times r}, \mathbf{S} \in \mathbb{R}_{\geq 0}^{r \times n_{2}}} D(\mathbf{X} \| \mathbf{A S}) .{ }^{1}
$$
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Model: Jointly factorize two nonnegative matrices $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$, sharing one factor matrix between the factorizations.

## Example: Joint NMF/Guided NMF



> Intuition: many columns of $A$ used in representing $X_{1}$ and $X_{2}$ indicates dataset similarity.

[^2]
## » Joint NMF (jNMF) for Similarity
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$$
p_{i}^{(j)}:=F_{i}^{(2)}\left(T_{i}\right)-F_{i}^{(1)}\left(T_{i}\right)
$$




## " jNMF Similarity Method


$d\left(X_{1}, X_{2}\right):=\|\overline{\mathbf{p}}\|_{1}$
$p_{i}^{(j)}:=F_{i}^{(2)}\left(T_{i}\right)-F_{i}^{(1)}\left(T_{i}\right)$
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Basis vectors learned by jNMF on Swimmer dataset $X_{1}, X_{1}+N$ where $N$ is uniform noise.
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$$
\begin{gathered}
\overline{\mathbf{p}}=[-0.999,1.000,0.010,-0.017,0.003, \\
-0.004,0.015,0.004,-0.001,-0.000]
\end{gathered}
$$


jNMF Distance
" 20 Newsgroups Dataset

jNMF Distance


Chamfer Distance
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## , Conclusions

$\triangleright$ jNMF provides information about dataset similarity and dissimilarity

$\triangleright$ we can aggregate this information using samples from the empirical distribution function to form a vector indicating which dataset learned basis vectors represent, $\overline{\boldsymbol{p}}$
$\triangleright$ the information can be further aggregated to yield a distance, $d\left(X_{1}, X_{2}\right)=\|\overline{\boldsymbol{p}}\|_{1}$
$\triangleright$ initial experiments are promising
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